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RESTORATION OF THE SHAPE OF ANALOG SIGNALS
BY DISCRETE READINGS

V.P. Yevdokimov and L.I. Kolesnikov

1. Formulation of the Problem /3%

In the fransmission of méssages by systems with time separa-
tion of channels, contlnuous signals are subjected to time
discretization. The resulting discrete regular sequence of read-
ings makes it possible to restore the shape of the transmitted
signal at the point of reception with a certaln error that depends
on the frequency of interrogation, the shape and width of the
signal spectrum, and the method of restoration. In the following
analysis, it 1s assumed that the transducer and distortion nolse
in the transmission channel is low and can be neglected.

Let us write the restoration error at each instant of time:
E(t) = x(t) - x (t)
r

x(t) is the true signal, and
xr(t) is the restored signal.

The criteria for estimating the difference in the shape of
the true and the restored signals can vary:

1) The root mean square error of the restoration of the shape
at any point between the discrete readings; and

2} The probability that for a certain point between readings
the restoration error does not exceed a specified value.

In this study, the following main problems are solved:

#Numbers in the margin indicate pagination in the foréign text.



1) the error of restoring the shape of signals 1s calculated
uslng different correlation functions, with variation 1In the
Interrogatlon frequency and in the weighting function of the
restoring filfer; and

2) the results of computations are compared to arrive at
recommendations for selecting the method of restoring signals,
that 1s, an evaluation of the utlllity of greater complexity in
the restoring filter in order to reduce errors.

The calculation in the linvestigation was made on the basls
of the filrst criterion.

2., Signal Mcdels and Methods of Restoring Shape

Let us examine signals that are steady random processes with
specified correlatlon (spectral) functions. It is useful to
select for these signals a single parameter providing for the
possibility of comparing the results when the interrogation
frequency is varled. We wlll use as this parameter the interval
of correlation of the process, which we will define as 'I‘K = (1/2)Fef,
where Fef is the effective width of the slgnal spectrum. Let
us define the generalized interrogation frequency as equal tc the
ratio of the interrogation frequency to the doubled effective
width of the spectrum and indicating the number of interrogation

points 1n the correlation interval of the process:
‘Fg .TK
f = = o
2Fef TO

Let us consider as signal mddels the following processes,
exhiblting the following correlation functions and power spectra:

1) White noise passed through a single RC fillter: /5

1.
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2) White noise passed through two series~connected
identical RC filters:

it -
5( } (a( +u)'!}; °(=3‘Le;

e fTf

R(T)=6 (1 +liTl)C

3) White noise passed through three series-connected
RC filters:

) . T g(.r
R(e)<Erefr] « EE o 54, )dgﬁm,z), L£=22F

L) White noise passed through a filter with a gaussian
frequency characteristic (the limiting characteristic in the
series connection of a large number of RC filters):

R(T)=6%¢™" S(w)= 1/'—3 " o4

5) White noise passed through a filter with a square-wave
frequency characteristic with a cut-off frequency F = Fef:

L2 S Z2EFT
R(T)= 8 =5mm—

We will assume that the restoration of the signhal shape based
on discrete readings is made with an interpolating line filter with
a finite storage, whose welghting function is W(t):

X (E.) 2 x(m F)l;g/{m?" £,
ARE anff)
where m is the number of iInterpolation nodes, /6
M= 2N 1s the total number of interpclation nodes,
Ty 1s the time between interrogations, and
e 1s the fraction of the time interval between interrogations,
0 s e < 1.

Let us examine the following methods of restoring the signal
between adjolining readings:



1) Stepwlse restoration:
a) without shift -- the horizontal line of the estimate
1s drawn to the right from each sample for the time
TO: and
b) with a shift of T0/2 --= the horizontal line of the
estimate is drawn to the right and left of each

sample for the time T0/2.

2) Plecewise-linear restoration by Joining neighboring
readings with straight lines.

3) Restoration by a finite set of functions of the form
sln x, .
X
4) Optimal 1linear restoration by a physically unrealizable
filter, using for the restoration an infinite number of samplings
on both sides of the interpolation interwval.

3. Criterion of the Root-Mean-Sguare Error of Restoration

The root-mean-sguare error of shape restoration for each time
instant between readings can be calculated by the following
formula [1]:

Ee)« Ko) 2 3-R[(m- 9T ][t &) T]

EE:Z%Jﬂﬁnr{jf}hﬁﬁhr;)?]héﬁf’§)7;;

Ay jfef

where m and 1 are the numbers of the interpolaticn nodes involved /7
in restoratlion.

We will calculate the error in percentages of the scale of

signal change +30(6 a):
(e)- m@



The interpclation error takes on a maximum in the middle
0f the interval between reading for all kinds of interpolation,
€xcept for stepwlse interpolation without shift, that is, when
€ = 0.5 (for stepwise interpolation without shift, for e = 1).

The weighting functions of the restoring filters for these
restoration methods are of the following form:

1) Stepwise restoration (M= 1, m = 0):

Wie) = Q

2) Piecewlse-linear restoration (M = 2, m = 0, 1):

=0

Wim-or]- {5, " T

3) Restoration by the functions sin x (the number of nodes
\ X
M 1s a varlable; restoration is carried out with a filter that is

matched with the interrogation frequency Fo = 2 Fef):

T sim T (m-g)
lv’[;‘m E) ];/— —“32';7__(:;;5&_. .

The determination of the error for the optimal line interpola-
tion (averaged over all e withln the interval between readings)
was made using the following formula, obtained in [2]):

RN A St ]
where S(w) is the energy spectrum of the restored process, and

gD(w):-é—ZS(mniw,‘) is the energy spectrum of the discrete random

process, consisting of readings following at a frequency Wy e



4.  Criterion of the Probability of Maxlmum Restoration Error

Use of this criterion 1s facilltated for normal random
processes.

Since line filters are used for the restoration of the signal
shape, the restoration error at each time instant e is a random
variable with normal distribution of probabilities and with

a dispersion defined by the formula presented for EZ(e).

Accordingly, the probability that at each point of the
interval between the readings the error does not exceed a specified
value can be easily calculated- by using the tables of the normal
distribution of probabilities.

b._ Results of Calculations and Conclusions

The results of calculating the maximum root-mean-square
normallized error of the restoration of signals using different
correlation functions are given in the tables. /9

Table 1 contains the errors of stepwise restoration. The
errors prove to be significant in magnitude for any signal model
even at high interrogatlion frequencies. Therefore the use of this
restoration method appears disadvantageous.

Table 2 and Fig. 1 present the errors for piecewlise-linear
restoration. The errors prove to be much smaller, and the
advantage with,respecﬁ to stepwlise restoration increases with
increase 1n the Interrogation frequency.

When the signal spectrum is changed from model 1 to model 5,
an lncreasing suppression of the high-frequency "talls" in the
spectrum occcurs. Thus, increasing complexity in the filter
shaping the signal spectrum leads to a reduction in the errors
for any interrogation frequencies.

6



X
wlthout changing the welghting function of the filter, to involve

a different number of nodes in the interpclation process. The
results of calculating the errors when the number of ncdes was
varied from 20 to200 are given in Table 3. The dependence of

the errors on N is shown in Fig. 2. It is interesting to note
that for the first three signal models, at the interrogation
frequencies considered no appreciable reduction in the errors

was observed with an increase in the number of nodes participating
in the restoration. S8Since as N - « there 1s a limiting nonzero
restoration error, 1t can be concluded that there is a fairly

rapid convergence of the series with the functions sin x . This
X
Implies that for restoration with the functions sin x 1n practice
X

it 1s not advantageous to use more than 10 - 20 interpolation nocdes.
If we consider the change in the errors with increase in .the
interrogation frequency and with constant node number as in Fig. 3,

we can note that regardless of the signal model an lncrease 1n /10
the interrogation frequency beyond some value leads toc a constant
error identical in magnitude.

A comparison of piecewlse-linear restoration and the restora-

tion using the functions sin x can be made from Figs. 4 and 5.
X
The errors wlth optlmal linear, plecewlse-linear restoration,

and restoration using the functlons sin x , averaged over all ¢
X
values in the interval between readings, are given in Fig. 6.

The comparison shows that all the way up to the shape of the
spectrum determined by the forming 3 x RC filter, it 1s not
advantageous to increase the complexify of the restoring filters,
since the use of pilecewlse-linear restoration provides virtually
the same error values as optimal linear restoration. Only for
the gaussian shape of the signal spectrum are the errors of
optimal llnear restoration smaller compared with those under



Piecewlse~linear restoration, where the difference increases with
greater interrogation frequencies and for smaller errors. When
there are increased requirements and higher precision, this
difference in the error can be regarded as significant. In

this case, restoratlion with the functions sin x significantly
X

reduces this error down to some interrogation frequency, which
depends on the number of interpolation nodes used.

Interestingly, for some unknown signal model, but belonging

to the class under study, restoration with the functions sin x
X
leads to errors that are practically the same as the errors for

optimal linear restoration.

This also suggests the concluslon that there is no practical
advantage in the analysis and use of the optimal linear restora-
tion with a finite number of infterpolation nodes.

In practice, the small difference between the errors ylelded /11
by plecewise-linear restoratiocn compared with more complex methods
of restoration leads to the conclusion that the predominant use
of piecewlse-linear restoration of the signal shape between
readings is advantageous.



TABLE 1. STEPWISE RESTORATION.

Kind of™~ Kind of Cor-
RestoraLiOﬁff 1 5 110 [ 20 |50 |100 rel‘ail_‘tion Function

Without shift ;22 |13.5|10 | 7.25|4.7 535 &
With shift (794[ 10 |7.25]5.16|5.332.33| =
Without shift 1225|703|5.8}3.1{13|07
With shift ;/8.2] 5.8|3.1| 1607|053

2X8C
fil-
ter

Without shift 22794 | 5 |2.6| 1 |a5 |6 &
with shift |48 | 5 | 26113 ]|05|az6|x o

Without shift 325 48 | 41121 084lo4z2 5’,@?3
With shife 1s740 47)2.14] 1 |o4gozd] g 4]

Without -shift 1,25.6 6| 3 |1.6lo6|03 m-?E
with shift ;,42 3 |1.6| 0803|076 EE

TABLE 2. LINEAR RESTORATION.

Form of = . '

Correlaﬁ\\f 1 1231315 [|10|201{50|100
Function—

RC-filtesr52 |11 819.8 |24 |5.5[35.7 |25 (167

zmc.-f%%'_ 1.3 1802 (517|274 1.09| 04 |0 7|0 0s

3x,ﬂ‘-€é%- 13.94(6.82(3.88|1.721 0.5 |o 74 |0.023|0 00s

S '
pbaussian o s
filter 13,07 4’85 2.3510. 88 230058100 0‘00"._')5

Line -
filter |797 222\ 1.0|037{g09 0023000360000




TABLE 3. RESTORATION USING THE FUNCTIONS sin x .
X

=7 ' Form of Cor-
ﬁo_‘:_f f 1213 S |12 120 helation Function

tQ |17 4720|106 (83159 |42 .

20 [17as12.9 (1051831597 |4.21 |«
50 i7as|12.0 | 10enl s | gely 22| < é
100 |75 [12.96\10.65(8.35 595|423,

|10 |me|67 |527]2 48108 05
20 |#%5.518.78 | 5.52| 2,421 0,98/ Q39| & &
50 (63588 |5.53|2.42|0.96|0-35] & &
100 |36]8.8 |5.35 |2.42|008|039]
5 15876953 4 |1.36{087] - .
10 |teoz7.03 |34 |1.19|0.42] - 55 4
NG

20 |6.1{7.08(3.42|1.16 |0.28| -
10 115.113.060.59|030 (038! 037
20 {1515 3.5 6:47|0. 19| 01892186
50 15.2]3.6 |045]0.08l007| 004
100 |1525)3.6 7| 043 [0039\0 0380037
0 |2371042] 0.4 |038|037|037
20 H67|02110.2 |0.1910187|0486] &
50 11.0510083|0,98 |0.08 [0.08|0.05 | %i

o0 | Q78 J(20/!2 24\ RO38|C03A5.037

Gaussian
filter
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Fig. 1. Errors in piecewise-linear restora- a 20 30 40 S0 S0 ooaetn

tion (PL}. 1. RC filter; 2. 2 x RC filter

3. 3 x RC fllter; 4. gaussilan filter; .
5. linear filter. Fig. 2. Errors in restoration using the

functions gin x with change in the number
of nodes (M z 2N}.
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Fig. 3. Errors in restoration using the
functions sin x , N= 20. 1. RC filter;

2. 2 x RC fifter; 3. 3 x RC filter;
4, gaussian filter:; 5. square-wave.filter.

Fig.

4,

Comparison of restoration methods.

1, 3, 4. Gaussian filter; 2, 5, 6. square-
wave filter; 3, 5. N = 10, N - 4.

6. N

20.
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Fig. 5. Comparison of restoratlon methods. Fig. 6. Comparison with cptimal linear

1. RC filter; 2. 2 x RC filter; 3. 3 x RC

restoration (QLR).
filter, N = 10.

l. RC filter; 2. 3 x RC filter; 3. gaussian
filter.
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